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Abstract 
 
As part of the on-going programme of work to ensure the equivalence of standards of similar 
qualifications across different awarding bodies, both national and international, a new methodology 
for comparison has been trialled. A rank-ordering method [1,2]  has been used relatively effectively to 
compare standards across boards at component level within a syllabus; however no attempts have 
been made to conduct the comparison at syllabus level using similar methods. The aim of this study is 
to conduct a modified approach of the existing rank-ordering method and to compare the examination 
standards of a syllabus between two boards at syllabus level. Question papers, mark schemes, syllabus 
specifications and candidates’ scripts for all components for the same examination session were 
collected from both boards. These were then evaluated by external consultants and the resulting data 
were analysed using the multifacet Rasch modelling technique. The methodology of the study, the 
research outcome and feedback from examiners are described in this paper.     
 
1. Introduction 
 
In England, there are a number of examination boards offering public examinations 
which lead to the same qualifications, i.e. GCSE and GCE A Level. Although each 
examination syllabus must conform to general qualifications criteria approved by the 
examination regulator, and generally also to a common core of subject content, the 
syllabuses may differ between boards in other respects. A crucial question of whether 
it is easier to pass a particular examination with one board rather than another arises. 
In fact, this issue is not limited to England alone, but extends to overseas countries 
where candidates sit for examinations which are claimed to be equivalent 
qualifications to the GCSE and GCE A Level.  
 
To ensure the equivalence of standards of similar qualifications across different 
awarding bodies, several research programs have been conducted, most of which 
compare only examination standards qualitatively or pseudo-quantitatively between 
examination boards. A rank-ordering method [1, 2] has been used relatively 
effectively to compare standards across boards quantitatively at component level 
within a syllabus1; however no attempts have been made to conduct the comparison at 
syllabus level using similar methods. The aim of this study was to conduct a modified 
approach of the existing rank-ordering method and to compare the examination 
standards of a syllabus between two boards at syllabus level. The rationale behind 
conducting research at syllabus level is that quantitative results can generally help 
inform grading decisions in terms of threshold adjustment of an entire syllabus where 
there is a need to align standards with another examination board. The materials used 
in this modified rank-ordering approach were question papers, mark schemes, 
syllabus specifications and candidates’ scripts for all components for the same 
examination sessions from both examination boards. These were then evaluated by 

                                                 
1 In CIE, a syllabus usually comprises different options, e.g. A, B and C. A combination of components will make up different 
options, e.g. Option A comprises components 1 and 2, Option B comprises components 1 and 3 and Option C comprises 
components 2 and 3 and so on. If there is only one option in the syllabus, the terms syllabus level and option level are 
interchangeable.  
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external consultants to generate rankings of the pseudo-candidates’ scripts2. The 
resulting data were analysed using multifacet Rasch and the difference in standards 
between two boards was deduced from graphical representations. The methodology, 
the research outcome and consultants’ feedback of this modified approach are 
described below.  
 
2. Understanding comparability 
 
Comparability in this context is concerned with the application of the same standard 
across different examinations [3]. Comparable examinations have to be at the same 
standard. However, what is meant by ‘examination standard’ and what kinds of 
comparability are expected [4]? The purpose of inter-board comparability studies is to 
compare standards across different awarding bodies. In making this comparison, it is 
important to distinguish between content standards and performance standards 
described by Hambleton:  
 

   “Content standards refer to the curriculum [or syllabus/specification] and 
what examinees are expected to know and to be able to do … performance 
standards communicate how well examinees are expected to perform in 
relation to the content standards” [5]. 

 
Based on the approach of Hambleton in distinguishing between content standards and 
performance standards, it is important to differentiate the two standards particularly as 
the distinction determines the suitability (or otherwise) of a potential methodology. 
 
3. Inter-board comparability studies 
 
Inter-board comparability studies traditionally investigate three strands of activity.  
 

 A review of the demands placed on candidates by the syllabus specifications, 
mark scheme and question paper. Essentially this is an exercise in comparing the 
content standards of different syllabuses. Judgements about content standards 
invariably rely on values and a requirement for expert participants to fully 
familiarise themselves with each awarding body’s syllabus/specification materials. 

 
 A cross-moderation exercise in which examiners compare pairs of scripts and 

decide which one demonstrates better quality. Essentially, this is an activity in 
comparing performance standards of the different boards. This exercise draws 
heavily on the expertise of senior examiners to judge the quality of examinees’ 
work taking into account the demand placed upon them by the individual 
syllabuses/specifications, question papers and mark schemes. Additionally, a 
ratification method has been employed whereby judges are expected to identify 
whether each script is below, at, or above the borderline region. 

 
 A statistical analysis such as multilevel modelling can be carried out by including 

flexible analysis techniques allied with nationally available value-added data, 
together with a wide variety of background information at every level, for 
example, candidate level: candidates’ personal data, prior attainment, current 
grades; school level: types of school (e.g. selective, faith, specialist, single-sex), 

                                                 
2 A pseudo-candidate is a composition of different candidates sitting the same examinations from the same awarding body. 
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school size. This methodology could also be used to compare awarding bodies’ 
results provided appropriate adjustments have been made. Any residual inter-
awarding body differences after accounting for legitimate measures of ability 
might be thought to imply a difference in standards [6, 7]. 

 
4. Identifying an appropriate methodology 
 
Each of the three strands described in Section 3 addresses a number of key yet 
different issues.  
 
For the syllabus/specification review, a comparison of content standards is made and 
the key questions addressed are:  
 

 Are the demands of the syllabuses/specifications, examination papers & mark 
schemes similar? 

 If they differ, how and where do they differ?   
 What inferences can be drawn about the knowledge, understanding and skills 

of examinees who have taken these syllabuses? 
 

Apart from identifying the differences in content standards between the two awarding 
bodies, the benefits of conducting such an exercise can usually inform 
examiners/setters about their styles3 and language of question setting [8], depending 
on the granularity of how the research is being conducted. This review would also be 
useful to inform the update of syllabus specifications when the existing one has gone 
‘stale’ after a period of time. 
 
Cross-moderation belongs to the comparison of performance standards and the 
question addressed in here is:  
 

 Which syllabuses’ grade boundary scripts are perceived by expert judges to be 
of better quality (after allowing for the syllabus content, question paper and 
mark scheme difficulty)? 

 
The concepts of Thurstone’s pairs approach based on discriminal dispersion and the 
law of comparative judgement are used to compare paired sample scripts [1] in a 
cross-moderation methodology. The main advantage of this approach is that the use of 
candidates’ scripts provides explicit evidences of the knowledge, understanding and 
skills of examinees who have taken these syllabuses, and hence direct comparison of 
performance standards can be achieved. It should be noted that it is only possible to 
compare performance standards if the content standards across the examination 
boards are similar enough for the different assessments to be considered to be 
measuring the same construct (underlying trait). If the question papers, mark schemes 
and syllabus specifications are very different, examiners will be expected to make 
judgements about the relative performance standards in a context of possible 
differences in content standards.  
 
Statistical comparability belongs to the comparison of performance standards and 
the main question addressed is:  

                                                 
3 The scaffolding and the Complexity, Resources, Abstractness, Strategy (CRAS) demand criteria. 
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 Are equivalent candidates (in terms of the control variables) equally likely to 

achieve a given grade in the examinations being compared? 
 
As only statistical data are considered in this exercise, soft factors such as the 
improvement of teaching quality, change in teaching method, change in syllabus 
specifications will not be taken into consideration and hence a full extent of 
comparison might not emerge.      
 
5. A rank-ordering methodology at syllabus level 
 
The rank-ordering methodology at component level has been used relatively 
effectively to compare standards across boards among components. Previous research 
has found that rank-ordering generates a number of encouraging characteristics at 
component level including: 
 

 comparability outcomes which resonate closely with other valid standard-
maintaining activities in the UK assessment arena which use a range of 
statistical evidence in combination with expert judgment [2, 11]; 

 outcomes which are consistent over time; and 
 a degree of flexibility in regard to experimental designs which allow:  

o examinations manifesting differentiated demands to be equated [11], 
and 

o post-hoc investigations of whether standards are being maintained over 
time across a number of consecutive sessions [10]. 

 
However, this approach becomes rather restricted when informing the adjustment of 
grading thresholds during awarding meetings at syllabus level and hence the rationale 
behind developing a methodology at syllabus level to tackle the issue. The modified 
methodology at syllabus level shares similar procedures of requiring 
consultants/examiners to rank-order candidates’ scripts (and particularly pseudo-
candidates scripts at syllabus level methodology), using multifacet Rasch analysis to 
analyse the data and using graphical representations to present research outcomes at 
component level. However, the script selection algorithm of pseudo-candidates and 
the evaluation pack design for consultants depart substantially from those at 
component level. Different aspects of the rank-ordering methodology at syllabus level 
[12, 13, 14] are described in each sub-section below.  
 
5.1 Participants and materials 
 
Five senior examiners/consultants preferably with marking/moderating experience of 
both syllabuses are recruited to evaluate pseudo-candidates scripts based on a holistic 
judgement. Their tasks are to rank-order scripts within each design pack from best 
(highest quality = 12) to worst (lowest quality = 1) and record their outcomes in the 
tables provided on a record sheet. 
 
A researcher4 is required to oversee the research and logistical aspects. The researcher 
is responsible for the design of the script selection algorithm, pack design relating to 

                                                 
4 Also incorporating the responsibilities of a Project Manager.  
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the combination of pseudo-candidates’ scripts, dealing with examiners queries during 
the evaluation period, data analysis and reporting. Project management 
responsibilities include the resources and project planning, managing administrative 
staff to carry out the logistical processes and making sure the entire project is running 
on time.  
 
A member of administrative staff is required to carry out script cleaning to remove 
markings and annotations from examiners in case they influence rank-ordering 
decisions during evaluation. He/she is also required to carry out all logistical aspects 
relating to the project. 
 
The research materials required in this project are question papers, mark schemes, 
syllabus specifications and candidates’ scripts from both examination boards. 
FACETS (a multifacet Rasch software, version 3.64) was used in the data analysis 
and Microsoft Excel, with its potential for creative chart generation, was used to 
record and manipulate data prior to the analysis.  
 
5.2 Procedures of conducting the rank-ordering research 
 
The procedures described in this section provide brief guidelines for conducting the 
rank-ordering exercise [9]. 
 

 
Figure 1.  A script-pulling list of A SYLLABUS of exam board X. Grade thresholds of 

pseudo-candidates at and around Grades A, C and E were identified. 
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i)  Identify the syllabus option (and hence components) between both exam boards 
by considering the largest entry number, the closest similarities in terms of 
syllabus specifications and nature/structure of the syllabus;  

 
ii)  construct script-pulling lists for key grade thresholds, e.g. A, C and E (each at 

2/3 and 1/3 of a grade above the key grade, at the key grade, 1/3 and 2/3 of a 
grade below the key grade, and 1/3 of a grade below the next grade) for both 
boards as shown in Figure 1; 

 
iii)  identify 3 pseudo candidates’ scripts at each grade threshold of the designated 

components for both boards and select 1 pseudo candidate’s script out of the 3 
based on legibility, script text (preferably written in black pen) and maximum 
question coverage within a paper; 

 
iv)  remove any examiner markings/annotations such that they do not have an 

influence on the rank-ordering decisions during examiners’ evaluation process; 
 

 
Figure 2.  A ‘Grade A’ pack design for exam board X (cands 1 – 6) and exam board Y 

(cands 7 – 12). Pseudo candidates were coded (code A1 to A12) to 
randomise the original rank order shown under the column ‘Candidate’. 

 
v)  randomise, code and label the pseudo-candidates’ scripts such that the original 

scripts’ rank-order based on marks is concealed (see Figure 2); 
 
vi)  photocopy each script five times for each examiner/consultant; 
 
vii)  put the scripts into different design packs for each grade threshold according to 

the design pack lists, e.g. A, C and E, as shown in Figure 2 (also C Core, C 
Extended and C Core vs. Extended if either one of the exam board’s syllabus is 
tiered);  
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viii)  send instructions, rank-ordering score sheet, questionnaire and packs with 
scripts to Examiners for evaluation (typical evaluation period is two days). 
Examiners return the results to the examination board for data analysis. 

 
5.3 Analysis and results 

 
Figure 3. An examiner’s rank-ordering results for design packs A, C(Ext) and C(Core). 

 
Each examiner generated rank-order data. A typical example of the data is shown in 
Figure 3. Figure 3 shows the results for design packs A, C (Ext) and C (Core), but not 
for E. The rank-order data together with the syllabus percentage mark at each 
corresponding grade threshold was then re-arranged in Excel to comply with the 
FACETS format before inputting into the program. It should be noted that the 
percentage mark, instead of a raw mark, at syllabus level is used in the analysis in 
order to achieve a common scale for both examination boards; and two facets, Rater 
and Script, were used in the program. Figure 4 shows the Candidates Measurement 
Report routinely generated by FACETS. Columns of ‘Measure’ (script quality), ‘Nu’ 
and ‘Scripts’ highlighted in red are used. Figure 5 illustrates an example of the 
comparability plot with accompanying commentary at Grade A and Grade C 
(Extended option).  
 
In Figure 5, the vertical axis along the left of the figure represents the ‘Measure’ (or 
script quality) scale. This scale is common to both person ability and script difficulty 
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Figure 4.  The relevant FACETS output of A SYLLABUS. The columns of Measure, Nu and 

Scripts were used for the comparability plot in Figure 5.  
 
and is measured in logits (or log odds)5 . In Rasch measurement, the logit is a way of 
expressing the probability (or odds) of a particular event. The ‘Measure’ scale is an 
equal interval scale, that is, it can tell us not only that one script6 is more difficult than 
another, but also how much more difficult it is. The equal interval nature of the ability 
measurements means that growth in ability over time can be plotted on the scale.  
 
In these graphs each data point (square - Board X and diamond - Board Y) represents 
a ‘script’. Each script (a data point) is positioned according to its ‘Measure’. For 
example, a score of +2 logits indicates a higher quality script than a score of –2 logits. 
Thus performances are rank ordered with the most able candidates at the top of the 
axis and the least able at the bottom, that is, the scripts in the top half of the graph 
(above 0 logits) are judged to be of better quality than those in the bottom half (below 
0 logits).7  
 
The horizontal axis shows the overall syllabus percentage. 
 
                                                 
5 The mathematical unit of Rasch measurement, the log-odds unit or ‘logit’, is defined prior to the experiment. One logit is the 
distance along the line of the variable that increases the odds of observing the event specified in the measurement model by a 
factor of 2.718.., the value of ‘e’, the base of ‘natural’ or Napierian logarithms used for the calculation of ‘log-‘ odds. All logits 
are the same length with respect to this change in the odds of observing the indicative event. 
6 A script is defined here as a set of performances (a pseudo-candidate) representing components within an option.  
7 In Rasch terms, a rank ordering looks like the outcome of a one-facet test. The performances of examinees (scripts) are 
compared with each other, either by direct encounter or by the examiners's thought-experiments. Thus the final ordering no 
longer has any quantifiable connection with the difficulty of the elements of performance on which the comparison was made, 
or the severity of the examiners who constructed the orderings. Removing examiner severity and script difficulty from 
consideration is often an intended aim of rank ordering. Whilst this type of data does not appear to be amenable to the familiar 
axioms of fundamental measurement, objective measurement is possible with rank ordered data.  
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Figure 5. A comparability plot of A SYLLABUS grades A and C (Extended option) between 

exam boards X and Y. Board X is equivalent to Board Y at A, but severe at B and C 
(Ext).  

 
The red (Board X) and blue (Board Y) lines in the example graph shown in Figure 5 
are linear regression lines and the regression equations are illustrated in the blue 
boxes. The parameter R in the blue box is the correlation coefficient between the 
variables Measure and Syllabus %. Interpreting a correlation coefficient is possible if 
it is perceived in terms of the overlap between the two variables. In order to observe 
the overlap, the square of the correlation coefficient must be taken so that it is 
possible to see how much of the variance in one measure can be accounted for by the 
other measure and hence the parameter R2.  
 
The interpretation of Figure 5 at Grades A, B and C (Extended option shown as an 
example) is described as follows. 
 
Grade A: A candidate with an ability measure of +2.04 logits would just be able to 
scrape an A grade (Board X) but would need an infinitesimally higher ability to 
achieve the same grade on Board Y. The Board Y threshold was set so that a 
candidate with an ability of +2.08 logits just achieved a Grade A. In order for a 
candidate with the same ability to achieve a Board Y Grade A, Board X would have 
needed to set their A grade threshold at 64.9% (instead of 64.5%). As things stand, the 
Board X and Board Y thresholds were correctly set for this examination session. 
 
Grade B: A candidate with an ability measure of +0.19 logits would just be able to 
scrape a B grade (Board Y) but would need a higher ability to achieve the same grade 
on Board X. The Board X threshold was set so that a candidate with an ability of 
+0.40 logits just achieved a Grade B. In order for a candidate with the same ability to 
achieve a Board Y Grade B, Board X would have needed to set their B grade 
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threshold at 48.12% (instead of 50%). As things stand, the Board X threshold was 
severe by approximately 1.88% of the syllabus marks. 
 
Grade C (Extended): A candidate with an ability measure of -1.71 logits would just 
be able to scrape a C grade (Board Y) but would need a higher ability to achieve the 
same grade on Board X. The Board X threshold was set so that a candidate with an 
ability of -1.24 logits just achieved a Grade C. In order for a candidate with the same 
ability to achieve a Board Y Grade C, Board X would have needed to set their C grade 
threshold at 31.33% (instead of 35.5%). As things stand, the Board X threshold was 
severe by approximately 4.17% of the syllabus marks. 
 
The percentage difference of syllabus marks at grade thresholds A, B and C between 
the two boards provides further information to inform the awarding committee to 
make the threshold adjustment decision together with other grading information.   
 
6. Feedback from examiners during the evaluation 
 
Questionnaire responses were collected from examiners to help understand the 
qualitative aspects of the study relating to: the overall difficulty of the task, the 
amount of time taken to rank order the scripts, what made some packs more or less 
difficult to rank, the difficulties presented by ‘pseudo/composite’ candidates; any 
differences in the task between papers, and the strategy they deployed. The responses 
presented here are summaries from several comparability studies. 
 
6.1 Overall difficulty of the task 
 
The majority of examiners found the task either ‘fairly difficult’ or ‘very difficult’ to 
execute, only a few examiners felt that they were reasonably comfortable with the 
activity and claimed that once a strategy had been formulated the exercise was 
comparatively straightforward. Reasons for difficulty included: 
 

 initial difficulties engendered by the enormity of the task which eased once a 
‘method’ had been established 

 unfamiliarity with syllabuses 
 disparities in syllabus and mark scheme demand/composition  
 inconsistent quality across pseudo/composite candidates’ profile 
 disparate skill sets across papers 
 discrepancies between question papers 
 retention of marking criteria across papers 
 resisting tendency to remark 
 first time experience of rank ordering 

 
Examiners tended to take between 60 and 240 minutes per pack during the evaluation. 
A few examiners claimed to spend approximately 40 minutes per pack. 
 
Differences were also reported relating to the ease or difficulty of rank ordering 
certain packs. Extended packs were the most time-consuming to rank order although 
Grade A packs were slightly less problematic as there was a wider range of ability 
instantiated in performances. Scripts from less able candidates were more difficult to 
rank, and standards were more closely grouped. Inexperience appeared to be the main 
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contributing factor to difficulty. Other factors included topic variation (student 
strengths being topic-related) and disparity in syllabus requirements.  
 
Some examiners suggested that the task would have been made easier if they had 
ranked individual scripts from the same candidate. Other examiners articulated a 
range of difficulties associated with the nature of a ‘pseudo/composite’ profile: 
 

 inauthentic performance profile 
 ‘pseudo-candidates’ invariably demonstrate differing strengths, real candidates 

might give more clues along the way [15, 16] 
 evidence of different pedagogical heritage 

 
6.2 Rank–ordering strategy 
 
Examiners were allowed to adopt their own rank-ordering strategy during the 
evaluation phase though they were not allowed to re-mark the scripts. A variety of 
strategies were identified: 
 

 employ an item level analysis using ticks and crosses (a numeric analysis 
would provide a better overall judgement) 

 multiple readings of pairs of scripts with brief notes which inform successive 
re-definitions 

 syllabus comparative analysis – determining which parts of the syllabus have 
been mastered 

 experience facilitates identification of questions which are poorly attempted 
by less able students and which questions are well answered  

 a point awarding system for each paper given the diversity of performance 
 judging first what is expected of an average (C grade) candidate and using as a 

comparator 
 provisional order followed by multiple re-reads. This is accomplished in 

batches (good; medium; poor candidates) and then by group 
 judgment based on individual questions 
 initial question answering followed by mark scheme verification. Re-marking 

of scripts, batch-by-batch, question-by-question. The whole process being 
subject to fine-tuning 

 identifying questions indicative of student ability and matching these with 
comparable questions across papers 

 question ranking: A – F, on each set of scripts, providing an overall grade for 
separate scripts. Correct use of mathematical formulae signalling individual 
ability levels 

 custom-made, inspection-determined scoring system. Scripts with tied scores 
are subject to closer scrutiny 

 
The majority of examiners indicated a change of approach as the rank order task 
became increasingly more familiar. With experience, greater confidence was placed in 
subsequent judgements; fewer notes were made; and a greater tendency to revisit and 
overturn earlier judgements was also reported [17]. 
 
Examiners were uncertain as to whether more or less time on each script made any 
difference to the final rank order. However, in the main, they believed that a reduction 
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or extension in the time taken to undertake the exercise would have little impact on 
the outcome. 
 
7. Conclusions 
 
A comparison of a syllabus between two examination boards based on the rank-
ordering methodology at syllabus level has been carried out successfully. This 
methodology is a modified approach of similar rank-ordering methodologies at 
component level. One advantage of conducting rank-ordering comparability at 
syllabus level is that graphical outputs generated by multifacet Rasch indicate the 
difference in standards between two examination boards in terms of syllabus 
percentage which can inform threshold adjustment during awarding meetings. 
Feedback from examiners was also captured to help understand the evaluation process. 
Although the majority of examiners found the task either ‘fairly difficult’ or ‘very 
difficult’ to execute, almost all analyses and examiners’ feedback showed that 
examiners were capable of completing the tasks. Examiners employed several 
different strategies to carry out the initial rank ordering exercise. As the evaluation 
progressed, the majority of examiners indicated a change of approach reflecting their 
familiarity of, and confidence in, the exercise. Areas of research relating to the effect 
of real candidate scripts versus pseudo/composite candidate scripts, and the effect of 
different script design/selection algorithms on the final rank-ordering outcome at 
syllabus level will constitute further areas for consideration. 
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